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Appendix – statistical principles and computational techniques 

Mixed models specify covariates as “fixed effects” and encode variation between individuals by specifying 

“random effects”, typically with a Gaussian distribution and zero mean. Inference about fixed effects 

depends upon integrating out (averaging over) the random effects to compute the marginal likelihood as a 

function of the fixed effects. For linear regression models, where the outcome is a continuous variable, and 

the residuals are modelled as having a Gaussian distribution, random effects that have a Gaussian 

distribution can be integrated out analytically. Such linear mixed models can be fitted using standard 

statistical packages. For generalized linear models, which have a non-Gaussian likelihood and a link 

function_ that relates the expected value of the outcome to a linear function of the covariates, the random 

effects cannot be integrated out analytically. Although approximate methods for evaluating the integral 

over the random effects and maximizing the marginal likelihood of the fixed-effect parameters are 

implemented in standard statistical packages, in many situations these approximations are not accurate 

and the algorithms fail to converge. To evaluate the marginal likelihood of the fixed effect parameters, we 

used the Bayesian program Stan [27] to sample the the posterior distribution of the fixed effects while 

marginalizing over the random effects.  



For each parameter, the likelihood function was evaluated by fitting a kernel density (using the R function 

density with default bandwidth) to the posterior samples weighted by the inverse of the prior density. A 

linear regression was used to fit a quadratic function to the logarithm of this likelihood function. Maximum 

likelihood estimates and classical significance tests were obtained from this quadratic approximation to the 

log-likelihood. The results obtained by this procedure do not depend on the prior distribution specified for 

the parameter under study, only on the prior distribution specified for nuisance variables.  

For mixed models fitted with Stan, the fixed-effect regression parameters were rescaled with a QR 

reparameterization to improve computational stability. Gaussian priors with zero mean and standard 

deviation 3 were specified for these rescaled parameters, and the QR reparameterization was reversed to 

present the results in the original units. Random effects for individuals were specified as standard normal 

variates shifted by the intercept and scaled by the standard deviation: this non-centred parameterization 

makes sampling more efficient. For the standard deviation of random effects a half-Cauchy prior centred at 

zero with scale parameter 5 was specified. For each model, four sampling chains were run, each with 1000 

iterations, of which the last 800 were used as posterior samples. Less than 20 iterations were required for 

the log posterior to stabilize. Diagnostics for the sampling algorithm were the rate of divergent transitions, 

the mixing of the chains evaluated as the R-hat statistic, and the effective sample size for each parameter. 

The target acceptance rate during the adaptation phase of the sampling algorithm was set to 0.95, which 

was sufficient to limit the rate of divergent transitions to 1%.  


